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Introduction

On March 28, 2019, the AI Now Institute at New York University (NYU), the NYU Center for Disability Studies, and Microsoft convened disability scholars, AI developers, and computer science and human-computer interaction researchers to discuss the intersection of disability, bias, and AI, and to identify areas where more research and intervention are needed.¹

This report captures and expands on some of the themes that emerged during discussion and debate. In particular, it identifies key questions that a focus on disability raises for the project of understanding the social implications of AI, and for ensuring that AI technologies don’t reproduce and extend histories of marginalization.

Key Questions

Over the course of the workshop, the following questions emerged, pointing to productive avenues for research and advocacy around disability, bias, and AI.

- AI is already informing decisions about who is fit for work, who requires care, and who receives the benefits and protections of citizenship. In doing so, it is reshaping the domains of employment, caregiving, and much else. How can we draw on disability activism and scholarship to ensure that we protect people who fall outside of the “norms” reflected and constructed by AI systems?

- Disabled people are a heterogenous population.² Even among those who identify as having the “same” disability, differences in race, class, gender, and other identities result in significantly different lived experiences. However, AI systems may misrecognize, or fail to recognize, these important distinctions. How can work on “AI bias” attend to these interlocking marginalizations, recognizing that the intersections of race, gender, sexual orientation, and class often mediate how “disability” is defined and understood?

¹ A sincere thank you to Jutta Treviranus and Kate Crawford for their generous edits and suggestions, and to Meredith Ringel Morris, Megan Lawrence, Kate Crawford, Gretchen Krueger, and Alejandro Calcaño Bertorelli for their work organizing and managing the Disability, Bias, and AI Workshop at AI Now.

² Throughout this report, we take an identity-first approach in talking about disability and people, using the phrase “disabled people” to refer to the constituency group of those who are, or who are labeled, disabled. We occasionally switch to the term “people with disabilities” in service of readability and style. In making this choice, we are following disability scholar and activist Simi Linton, who situates the term historically: “Beginning in the early 90s disabled people has been increasingly used in disability studies and disability rights circles when referring to the constituency group. Rather than maintaining disability as a secondary characteristic, disabled has become a marker of the identity that the individual and the group wish to highlight and call attention to.” Simi Linton, Claiming Disability: Knowledge and Identity (New York and London: New York University Press, 1998), 13. Similarly, the #SayTheWord movement on Twitter, which was led by disability rights activists and people in the disabled community, called on those discussing disability to avoid euphemisms like “differently abled” and use “disability” and “disabled” when referring to disability.
• The concept of “normal,” as well as the tools and techniques for enforcing normalcy, have historically constructed the disabled body and mind as deviant and problematic. How can we better assess the normative models encoded in AI systems, and what the consequences of these norms may be? **What standards of “normal” and “ability” are produced and enforced by specific AI systems, and what are the costs of being understood as an “outlier”?** How might these systems contribute to enforcing and creating fixed categories that further marginalize those who don’t “fit” (or those who do)?

• Given the proliferation of AI systems that claim to diagnose disability and illness, how can we ensure that options are available to challenge such diagnoses and intervene in automated responses to them? **How can we better highlight the (often profound) consequences of being diagnosed and pathologized, whether accurately or not, and provide opportunities to “opt out” before such determinations are made?**

• Major legislation prompted by disability advocacy, such as the Americans with Disabilities Act (ADA), has spurred technology companies to make their products and services more accessible to disabled people. Considering the increasing role of algorithms and AI systems across nearly all social institutions, **how might other anti-bias legal frameworks, such as national housing federation laws against discrimination and Section 508 laws mandating accessible digital infrastructure, provide us with new ways to imagine and fight for accountability in AI, in service of disabled people?**

• Over the twentieth and twenty-first centuries, the disability rights movement has overlapped as well as diverged from other social movements in important ways. **What tactics can those working toward AI accountability learn from the disability rights movement,** such as identifying architectural and structural bias across physical and digital spaces? How can those working on disability rights incorporate issues of AI bias and justice into their strategies?

• **What kinds of design, research, and AI engineering practices could produce more desirable futures for disabled people?** How can we assess the effects of these practices, and what other systemic interventions might be needed, beyond those focused on the technology itself?

**Terms and Concepts from Disability Studies**

To frame the workshop discussion and provide a shared vocabulary across disciplines and backgrounds, scholars Sara Hendren and Mara Mills began by introducing concepts and terms from disability studies that are especially relevant for a discussion of technological systems and structural discrimination. We summarize their presentation here, to help guide readers in how we are using these terms when researching disability, AI, and bias.
Models of Disability

“Models” of disability are ways of understanding and theorizing disability that shape our shared conception of what disability is and our approaches to it.3

The medical model of disability views disability as an impairment, illness, or disorder lodged within the individual. The medical model relies on biomedical standards of “normal” bodies, and classifies what falls outside of these standards as pathological.4 It has worked to stigmatize populations that are different, often in ways that justify exploitation.

The social model of disability is distinct from the medical model, defining disability as the product of disabling environments and attitudes, not aberrations located in individual bodies. According to this view, bodies and abilities are constructed in relation to these social and material contexts. Prejudice, which can be rooted in the medical model, causes people to classify and evaluate difference as pathological. The social model places the locus of intervention not at the level of the individual—with efforts that would attempt to “fix” disabled people—but at the level of social justice.5

Recent research has questioned the binary opposition posed between the medical and social models of disability, pointing to the difficulty of distinguishing between them in practice, and the tendency for social-model orthodoxy to downplay the lived experiences of people with different bodies, along with the very real difficulties of living with, for example, chronic pain.6

Moreover, a history of the concept of disability (especially in American contexts) is substantially different from a history of disabled people. As the historian Kim E. Nielsen argues, “When ‘disability’ is considered synonymous with ‘deficiency’ and ‘dependency,’ it contrasts sharply with American ideals of independence and autonomy. Thus disability has served as an effective weapon in contests over power and ideology. For example, at varying times, African Americans, immigrants, gays and lesbians, poor people, and women have been defined categorically as defective citizens incapable of full civic participation.”7

Disability as (Minority, Coalitional) Identity

A coalitional identity speaks to collective identities constructed not from a shared list of symptoms, in the case of disability, but rather through recognition of “the social and political

---

3 Throughout this report, we use the term “model” in two distinct ways: the first refers to theoretical/disciplinary framings of disability, as in this instance; the second refers to a discrete component of AI systems—as in an “AI model”.
5 Siebers, Disability Theory, 73.
7 Kim E. Nielsen, A Disability History of the United States (Boston: Beacon Press, 2012), xii.
circumstances that have forged [disabled people] as a group.⁸ This works to unite a multiplicity of bodies and experiences and build solidarity between them, instead of producing an exclusionary definition. As scholars Rachel Adams, Benjamin Reiss, and David Serlin put it: “Disability encompasses a broad range of bodily, cognitive, and sensory differences and capacities. It is more fluid than most other forms of identities in that it can potentially happen to anyone at any time, giving rise to the insiders’ acronym for the nondisabled, TAB (or temporarily able-bodied)... Disability can be situational; it can also wax and wane within any particular body. Disability brings together people who may not agree on a common definition.”⁹

Scholar Meryl Alper also notes that “[o]ne billion people, or 15 percent of the world’s population, experience some form of disability, making them one of the largest (though also most heterogeneous) groups facing discrimination worldwide.”¹⁰

**Non-disabled**
A term that centers disability and places the non-disabled at the margin, used as an alternative to “able-bodied”.

**Ableism**
Discrimination in favor of the non-disabled or against people with disabilities.

**Assistive Technology**
“Assistive technology” is shorthand for technology that assists disabled people. While useful in some contexts, this term tends to (1) presume that some technologies offer assistance, while others don’t; and (2) frames the users of “assistive” technologies as passive. Katherine Ott points out that this term is also redundant: “Since all useful technology is assistive, it is peculiar that we stipulate that some devices are assistive while others need no qualification. Besides serving to stigmatize and segregate a benign and inanimate entity—a device or appliance—the term ‘assistive technology’ also needlessly complicates understanding of the devices so designated.”¹¹ Richard Ladner further argues that the term “assistive,” “has the ring of paternalism, a view that disabled people need lots of extra help, are dependent and are not capable human beings.”¹² While Mara Mills points out that, “the phrase advances a technological fix that is unconcerned with education, community support, or social change.”¹³

---

¹³ Mara Mills, “Technology,” in *Keywords in Disability Studies*, 178.
Use and Users
As they work to create technologies that center disabled people, developers are often enthusiastic about involving "users" in codesign processes at early stages. But we need to critically assess what we mean by "use" and take care in how we invoke the design terminology of "the user." Interactions with technology can be forced, reluctant, or partial; and non-use includes resisters, rejectors, the expelled, and the excluded.  

"Relationships to technology are generally far more intimate than implied by the term 'user,' or by the related term, 'wearer,'" Mara Mills observes. "Identity formation can occur through technological use, as exemplified by self-advocacy groups for 'cochlear implant users.' Group affiliation also results from technical exclusion, as with the category of 'print disability,' which unites disparate individuals who cannot read printed materials. Finally, access to assistive devices is always stratified; the devices are not equally available or affordable to those who might benefit from them."  

Assistive Pretext
A term coined by Mills to describe scenarios in which technology that is initially created to address a use case specific to disabled people is presented as the precursor—an inspiration or test case—for the development of a technology that is relevant to the general public. A classic example of this is curb cuts in sidewalks. While this is not altogether negative, it can in practice lead to disability being used as an initial pretext for development and funding that is later dropped, abandoning disabled people in favor of introducing technology into larger and more profitable markets. In a similar vein, disability advocate and design strategist Liz Jackson refers to high-tech solutions for the disability community that bypass serious infrastructural and institutional access needs (e.g., a wheelchair that climbs stairs) as "disability dongles."  

Software Model of Personhood/the Mechanic View of "Intelligence"
This term describes a view of the body/mind that imagines them to be like an information-processing system, reduced to data, risks, diagnostics, and information to be processed. Such mechanic metaphors threaten to erase the lived experience of bodies, leaving visible only what can be measured and standardized.

15 Mills, "Technology," in Keywords for Disability Studies, 179.
As Olga Rachello puts it in her review of Mark O’Connell’s *To Be a Machine*, “the metaphor of ‘the mind as a piece of software, an application running on the platform of flesh’ [is] indicative of a [common] conception of the human being [among tech entrepreneurs] . . . . It equates the person with the mind, the mind with intelligence, and intelligence with information processing, and argues that large-scale information processing rarely needs to be fully understood by anyone to be effective. Moreover, it tolerates imprecision: to be a machine means in part that we can select certain aspects of our current human state and discard others as irrelevant.”

**Privatization/Bundling Ethical Choices within AI Consumer Products**

Many significant ethical choices are already made by the time AI is delivered to (or used on) consumers, meaning that market forces—not the needs of individuals and communities on whom AI acts—very often determine both which products are offered, and the limits and implications of these products. George Estreich argues that “[b]ecause . . . products need to answer to existing demand, they will reproduce the values of the society in which they are sold. To the extent that they are adopted, they will translate those values into human populations.”

**Bias at the Intersection of AI and Disability**

AI systems are being rapidly integrated into core social domains, making sensitive determinations that shape who receives resources and opportunities and who doesn’t. These systems, often marketed as capable of making smarter, better, and more objective decisions, have been shown repeatedly to produce biased and erroneous outputs, from voice recognition that doesn’t “hear” higher-pitched (i.e., “more feminine”) voices to diagnostic systems that work poorly for people with dark skin to hiring algorithms that downgrade women’s résumés. But these concerns go beyond the identification of technical errors. Even when AI “works” as its designers intended, these systems are too often used in ways that serve the interests of those who already possess structural power, at the expense of those who don’t—from providing law enforcement with

---

expanded surveillance powers, which target people of color, to Immigration and Customs Enforcement (ICE) using AI systems to track and detain migrant populations. Such concerns about AI bias and harm have grown over the past years, in time with a growing body of research and investigative journalism surfacing new and troubling examples.

To date, much of the work examining bias in AI systems has focused on the axes of race and gender, finding that AI bias generally harms women, people of color, gender minorities, and those at the intersections of these identities (although research that takes these intersections into account is less common than research that doesn’t). Like discourses on diversity and inclusion more generally, disability has been largely omitted from the AI-bias conversation, even as disabled people are affected by these issues in differing ways across axes of identity. Disabled people have been subject to historical and present-day marginalization, much of which has systematically and structurally excluded them from access to power, resources, and opportunity.

Such patterns of marginalization are imprinted in the data that shapes AI systems, and embed these histories in the logics of AI. Recent research demonstrates this, showing that social attitudes casting disability as bad and even violent are encoded in AI systems meant to “detect” hate speech and identify negative/positive sentiment in written text. Researchers found that “a machine-learned model to moderate conversations classifies texts which mention disability as more ‘toxic’” while “a machine-learned sentiment analysis model rates texts which mention disability as more negative.”

These findings fit an established pattern. Those who have borne discrimination in the past are most at risk of harm from biased and exclusionary AI in the present. And when these discriminatory logics are reproduced and amplified by AI systems, they are likely to be read as

authoritative, the product of sophisticated technology. Beyond biased data, additional risks are presented by the significant power asymmetries between those with the resources to design and deploy AI systems, and those who are classified, ranked, and assessed by these systems. The history of disability itself can be read as the story of the ways in which various systems of classification (i.e., medical, scientific, legal) interface with social institutions and their articulations of power and knowledge.

Centering disability in the discussion of AI bias complicates the dominant approaches to addressing these challenges. The disability studies and disability rights communities have long deliberated over issues of discrimination, bias, and the means by which the technology that mediates our world can alleviate or contribute to these harms. Further, the AI-bias debate engages many concerns that affect disabled people in particular and acute ways, including issues of privacy, consent, and the high stakes of (mis)classification in the context of asymmetric power relationships (such as, for instance, between patient and doctor). At its most basic level, excluding consideration of disability (and disability scholarship and activism) from the discourse on AI bias means that efforts to remediate such bias won’t include disabled people, and thus they will be more likely to experience harm and marginalization.

AI systems model the world based on what’s in the data they’re given. If something is missing from the data, say images of people with dark skin, these people will be missing from the AI model, and thus won’t be recognized or included. Such exclusions can lead to significant harm. Take, for example, the use of AI in developing autonomous vehicles. If the data used to train a pedestrian recognition system doesn’t include representations of people using scooters or wheelchairs, it’s likely that such people won’t be “recognized” as pedestrians. In 2018, an autonomous Uber in Arizona killed Elaine Herzberg, a pedestrian who was pushing a bicycle when she was killed. A recent National Transportation Safety Board investigation found significant problems with Uber’s autonomous system, including its shocking failure to “recognize” pedestrians outside of crosswalks. The investigation also found that Uber’s system had a hard time classifying Herzberg: “When the car first detected her presence, 5.6 seconds before impact, it classified her as a vehicle. Then it changed its mind to ‘other,’ then to vehicle again, back to ‘other,’ then to bicycle, then to ‘other’ again, and finally back to bicycle.” Did the system misclassify Herzberg due to the presence of the bicycle? Would it similarly misclassify people on scooters and in wheelchairs? There are countless examples of AI systems known or strongly suspected to function incorrectly for disabled people. And as disability scholar Karen Nakamura

---

points out: “Wheelchair users are constantly being run over by human car drivers that do not recognize them as humans (the ‘I didn’t even see you’ excuse that bicyclists are also familiar with), yet the datasets being used to train automobile vision systems also embed similar limitations not only due to the lack of wheelchairs and scooters in training datasets, but the trainers themselves may be misrecognizing them.”32 If such AI systems aren’t built and implemented in ways that put disabled people’s safety first, such histories and harms will be encoded, automated, and amplified.33

But the issues go beyond this. The category of “disability” complicates pat classifications, and thus perturbs calls to simply include disabled people in datasets, which are constructed around rigid models of categorization, however many categories they might include. Disability encompasses a vast and fluid number of physical and mental health conditions (such as asthma, depression, and post-traumatic stress disorder) which can come and go throughout a person’s lifetime (or even in the course of a single day).34 Each has its own histories and specificities, some of which are uncommon in relation to the average of a general population, and many of which aren’t visible. Simply expanding a dataset’s parameters to include new categories, in an attempt to account for “disability,” won’t work to ensure disabled people are represented (and may require increased surveillance and invasion of privacy in the process). Indeed, the way in which “disability” resists fitting into neat arrangements points to bigger questions about how other identity categories, such as race, sexual orientation, and gender, are (mis)treated as essential, fixed classifications in the logics of AI systems, and in much of the research examining AI and bias.

Integrating disability into the AI bias conversation helps illuminate the tension between AI systems’ reliance on data as the primary means of representing the world, and the fluidity of identity and lived experience. Especially given that the boundaries of disability (not unlike those of race and gender) have continually shifted in relation to unstable and culturally specific notions of “ability,” something that has been constructed and reconstructed in relationship to the needs of industrial capitalism, and the shifting nature of work.35 As scholars Susan Burch and Ian Sutherland note: “Disability is often less about physical or mental impairment than it is about how society responds to impairments.”36

Disability is also mediated by other identity categories, including race, gender, sexual orientation, class, and age, which often inform what “counts” as disability. Indeed, discrimination against people of color, women, and other historically marginalized groups has often been justified by representing these groups as disabled, meaning that the very definition of (dis)ability is gendered, racialized, and based on class status. As scholar Douglas Baynton lays out, “the concept of disability has been used to justify discrimination against other groups by attributing disability to them.”  

Thus disability is entwined with, and serves to justify, practices of marginalization. As such, examination of AI bias cannot simply “add” disability as one more stand-alone axis of analysis, but must pay critical attention to interlocking structures of marginalization, and the way in which these mediate how “disability” itself is defined and who has the power to affix these definitions.  

The social model of disability, which cautions against an understanding of disability solely as an individual attribute or pathology, also complicates dominant approaches to “solving” AI bias. Such technical approaches tend to classify people by a single (usually demographic) variable, such as race or gender, and then apply a variety of methods to test or modify a given AI system to ensure that it functions similarly across all “types” of people. For example, such a test might assess whether faces with lighter or darker skin pigmentation are recognized at equal rates by facial-recognition systems. These approaches have already received deserved criticism for their limited and essentialist reading of fluid and socially constructed categories of identity, like race and gender, in addition to criticism that they promote technical fixes to social problems. But with respect to disability, their limitations become clearer, especially if we understand disability as a product of disabling environments, and thus as an identity that can only be understood in relation to a given social and material context. Meryl Alper explains: “Efforts to better include individuals with disabilities within society through primarily technological interventions rarely take into account all the other ways in which culture, law, policy, and even technology itself can also marginalize and exclude.”  

Including concepts from disability studies can help us refocus and refine our approach to AI bias, moving away from an emphasis on the technology alone, and toward an approach that accounts for the context in which such technology is produced and situated, the politics of classification, and the ways in which fluid identities are (mis)reflected and calcified through such technology.

41 Alper, “Can Technology Really ‘Give Voice’ to Disabled People?”
Al’s Version of “Normal”

In modeling the world through data, AI systems necessarily produce and reflect a normative vision of the world. These systems function to classify new information based on a given model: Does a novel input comport with the model, or constitute an outlier? Is it normal, or aberrant?

When considering AI and disability, it’s important to acknowledge this logic as core to how AI systems function. Despite the fact that there are over a billion disabled people worldwide, most social structures and institutions treat disabled people as deficient or dependent, as “atypical” or “abnormal.” Indeed, as Simi Linton points out, “normal and abnormal . . . are often used to distinguish between people with and without disabilities.”

Scholar Lennard J. Davis focuses on the construction of normalcy itself, and whom such a construction excludes: “To understand the disabled body, one must return to the concept of the norm, the normal body. . . . the ‘problem’ is not the person with disabilities; the problem is the way that normalcy is constructed to create the ‘problem’ of the disabled person.” Of course, such standards are socially constructed, and highly contingent: normal in 2019 looks much different than normal in 1919, and normal in the United States cannot be generalized and mapped onto the rest of our heterogeneous and dynamic world.

Versions of normalcy reflected in the cultures and logics of corporate and academic tech environments are encoded in data and design and amplified through AI systems. And these systems are being applied in ways that allocate resources and opportunities.

Examining which standards and expectations are encoded in these systems, and what their consequences may be, is an urgent undertaking, especially when considering disability. What “norms” are produced and enforced by AI systems? And, given that these systems are being used in high-stakes domains, where presenting as an “outlier” may have significant life consequences, how might AI contribute to enforcing and creating fixed categories that further marginalize those who don’t “fit”?

Scholar Jutta Treviranus recounts testing an AI model designed to guide autonomous vehicles, hoping to understand how it would perform when it encountered people who fell outside the norm and “did things unexpectedly.” To do this, she exposed the model to footage of a friend of hers who often propels herself backward in a wheelchair. Treviranus recounts, “When I presented a capture of my friend to the learning models, they all chose to run her over. . . . I was told that the learning models were immature models that were not yet smart enough to recognize people in wheelchairs. . . . When I came back to test out the smarter models they ran her over with greater confidence. I can only presume that they decided, based on the average behavior of wheelchairs, that wheelchairs go in the opposite direction.” In reflecting on this experience, Treviranus states, “I should have expected this. . . . When we process the scatter-plot of data to guide our decisions

---

42 Linton, Claiming Disability, 22.
using standard data analysis, our decisions will be determined by the middle which is the norm and represents the majority.\textsuperscript{44} Adding more data to an AI system doesn’t address the issue—it simply reinforces the normative model at the core of a given system’s calculations, meaning that those who fall outside of this norm become increasingly remote “outliers.” No amount of “additional data” can solve this problem.

It is noteworthy that much of the AI targeted at disabled people implicitly promises to make them more like non-disabled people, based on an implied understanding that non-disabled is the norm. For example, an AI-enabled app called Ava promises to allow Deaf people to take part in spoken conversations. Those engaged in the conversation open the app on their phones, and Ava converts spoken word into text, allowing people to follow along.\textsuperscript{45} Ava’s premise is that deafness is a hindrance to communication. But, as disability activist and scholar Eli Clare points out, “many deaf people claim themselves not as disabled, but as a linguistic minority. They locate the trouble they experience not in their inability to hear but in the non-deaf world’s unwillingness to learn and use sign language.” Thus, the Deaf community doesn’t universally welcome technologies that “bring with them the non-deaf world’s hope of eradicating both deafness as a medical condition and being Deaf as an identity.”\textsuperscript{46}

AI-enabled technologies are also targeting autistic people, promising to teach them to act more neurotypically.\textsuperscript{47} Such systems coach people clinically diagnosed with autism spectrum disorder (ASD) to make eye contact, to display emotions through facial expression, and to learn how to read emotions on someone else’s face. AI-based “emotion recognition” then assesses their performance and provides an evaluation of their progress based on one or another model of non-disabled expression and interaction.\textsuperscript{48} Katta Spiel and their coauthors observe the way in which these “technologies embody normative expectations of a neurotypical society, which predominantly views autism as a medical deficit in need of ’correction’.”\textsuperscript{49} In both this case and

\textsuperscript{46} Brian Scassellati, Laura Boccanfuso, Chien-Ming Huang, Marilena Mademetzi, Meiying Qin, Nicole Salomens, Pamela Ventola, and Frederick Shic, “Improving Social Skills in Children with ASD Using a Long-Term, In-Home Social Robot” in \textit{Science Robotics} 3, no. 21 (August 22, 2018), https://doi.org/10.1126/scirobotics.aat7544.
\textsuperscript{47} Note that AI-based emotion recognition is based on no solid scientific evidence, as psychologist Lisa Feldman Barrett documents in a recent survey paper reviewing all of the available literature. See Lisa Feldman Barrett, Ralph Adolphs, Stacy Marsella, Alex M. Martinez, and Seth D. Pollak, “Emotional Expressions Reconsidered: Challenges to Inferring Emotion From Human Facial Movements,” \textit{Psychological Science in the Public Interest} 20 (July 2019): 1–68, https://doi.org/10.1177/1529100619832930..
that of the Ava app, disability is implicitly understood to be undesirable, with AI positioned as “solving the ‘problem’ of disability.”

The increasing use of AI systems in high-stakes decision-making and resource distribution may force individuals to make themselves legible to these systems, even as the “norms” they enforce may not be desirable or comfortable. This phenomenon is known as a reverse Turing Test. In the AI research field, the Turing Test is a benchmark that deems an AI system “intelligent” if it can convince a person that they’re talking to another human, and not to a machine. A reverse Turing Test refers to a pattern whereby humans are required to prove their humanity to AI systems, adjusting their behavior or appearance to fit the system’s normative, predetermined categories. Disability scholar Karen Nakamura observes that reverse Turing Tests may stigmatize and discriminate against disabled people by judging them as nonhuman.

We already encounter such reverse Turing Tests in mundane interactions, such as filling out a CAPTCHA before we submit a form, or clicking a box to prove we are not a robot. AI-enabled self-checkout systems now use facial recognition to determine whether customers are old enough to purchase age-restricted items like alcohol and cigarettes. In all of these cases, in order to proceed with a desired action, you need to prove to the machine that you are a certain type of human. We have already seen examples of disabled people being discriminated against based on these systems, from people with amyotrophic lateral sclerosis (ALS) whose speech isn’t recognized by smart assistants to disabled clickworkers who are rejected by platforms like Amazon Mechanical Turk due to their inability to pass CAPTCHAs, or due to the speed of their work being below average (speed is often used as a metric to weed out spammers).

Here we can see that AI systems not only reflect normative categories, but also create and enforce these categories, demarcating what it means to be a legible human and whose bodies, actions, and lives fall outside. These systems construct some categories of “ability” and negate others, in the process remapping and calcifying the boundaries of inclusion and marginalization. As the use of these systems expands into an increasing array of sensitive social domains, the risk

---

50 Kafer, Feminist Queer Crip, 107.
of not being “seen” as human become greater. As with the examples of autonomous vehicles, if someone doesn’t “look like a pedestrian” when crossing the street, they risk being killed.

Recalling the long history of struggle by people fighting both to be included in and excluded from the *Diagnostic and Statistical Manual of Mental Disorders* (DSM), the standard reference for psychiatric diagnosis, we get a sense of the extremely high stakes—and significant power—that AI systems quietly acquire as they map and remap categories of ability. For example, from 1952 until 1973, being gay was included in the DSM as a psychiatric disorder, and was only removed after sustained protest from gay activists, who “understood quite well the social consequences of being labeled and defined by others.” In working to remove “homosexuality” from the DSM, the Gay Liberation Front and other gay-rights activists were fighting to remove a key justification for their continued mistreatment: “depriving secular society, increasingly dependent on ‘health’ as a moral category, of the ideological justification for many of its discriminatory practices.”55 While the legacies of struggle around the DSM are situated within a long history of bias and discrimination, they also tell the story of the rapid pace with which human bias and the culture supporting it can change. There have been radical shifts in the perception of how we treat and understand sickness, health, and people with disabilities over the last century. AI systems, by encoding and fixing perspectives that reflect a specific cultural understanding of ability, threaten to foreclose the opportunity for such significant change by fixing old categories in ways that can’t easily be shifted or rejected.

**Work, Disability, and AI**

The norms enforced and encoded by AI systems have significant material consequences. Artificial intelligence is rapidly being introduced into the workplace, and is already informing decisions about hiring, management, performance assessment, and beyond.56

The example of the AI company HireVue is instructive. The company sells AI video-interviewing systems to large firms, marketing these systems as capable of determining which job candidates will be successful workers, and which won’t, based on a remote video interview. HireVue uses AI to analyze these videos, examining speech patterns, tone of voice, facial movements, and other indicators. Based on these factors, in combination with other assessments, the system makes recommendations about who should be scheduled for a follow-up interview, and who should not

---

get the job. In a report examining HireVue and similar tools, authors Jim Fruchterman and Joan Mellea are blunt about the way in which HireVue centers non-disabled people as the “norm,” and the implications for disabled people: “[HireVue’s] method massively discriminates against many people with disabilities that significantly affect facial expression and voice: disabilities such as deafness, blindness, speech disorders, and surviving a stroke.”

Beyond this, it is important to note that a meaningful connection between any person’s facial features, tone of voice, and speech patterns, on one hand, and their competence as a worker, on the other, is not backed by scientific evidence—nor is there evidence supporting the use of automation to meaningfully link a person’s facial expression to a particular emotional state. Even where disabled people are represented in the training data used to instruct such systems, this does not address these underlying questions. Indeed, it raises many more, including concerns about how such data is constructed and how a given dataset’s claims to represent “disability” are validated, in addition to issues of privacy and surveillance.

With all such systems, we need to ask who the “user” really is, and whose interests a system’s use will ultimately serve. HireVue licenses their system to large firms like Goldman Sachs and Unilever, who work with HireVue to create a model of a successful worker based on examples of employees who’ve been rewarded and promoted at the firm. In this case, the “user” is very clearly the employer, not the job seeker—the person whose access to opportunity is being shaped by this system. Indeed, the people on the other end of an interview may not realize they are being judged by a third-party AI system at all. This fits a pattern in which those who bear the costs of AI’s failures and bias are frequently the least powerful actors within a given context. Risk is displaced onto historically marginalized groups, while the benefits of efficiency and profit accrue to the companies producing and licensing such systems.

Troublingly, HireVue also has a patent for an AI system designed to identify disabled people based on their speech, mannerisms, tone, and other physical markers. HireVue’s system proposes to diagnose interview subjects as disabled, without consent, based on methods that are

not scientifically grounded. It uses a neural network to “detect” similar features across multiple videos of people who identify as disabled, finding patterns of behavior, speech, tone, or other markers that correlate across videos of disabled people. The system is then used to detect disability—or, at least, to identify these same patterns—in subsequent job-candidate videos. While the patent’s authors claim that this system is intended to reduce discrimination and bias against disabled people during hiring—by adjusting the automated “job performance score” assigned to people “detected” as disabled—there’s no guarantee it will be used this way, especially if it’s more profitable for employers to use it otherwise.

How such systems can be held accountable to those at risk of harm is an open question. HireVue, like most commercial AI, is a proprietary system. While the company makes claims about its bias mitigation techniques, it does so only in the abstract, and does not open its systems to outside scrutiny. Further, because establishing a pattern of bias or discrimination requires examining the system’s performance across many candidates, those most likely to be harmed by such discrimination (job candidates) lack access to the information they need to bring a suit, while those who do have access (employers) have no incentive to assist. This makes enforcing antidiscrimination laws like the ADA extremely difficult in the context of workplace and hiring AI.

These AI systems build on longstanding practices in which “ability” is constructed based on the capacity to engage in waged work. The concept of disability has been defined relative to a person’s aptitude to contribute productively to specific types of industrial workplaces, and in relation to the needs and interests of large employers. It acquired its current connotations in the nineteenth century, following the introduction of workplace compensation, when employers began to use preemployment screenings to eliminate people deemed inefficient, nonproductive, and likely to require extra help and support.62

While the ADA was intended to correct this pattern of discrimination, in practice this has not been the case: comparing employment rates of disabled people before and after ADA, we see that the numbers have actually declined.63 Allison Kafer puts it bluntly: “most disabled people in the United States are un- or underemployed, and . . . almost a third of disabled people live below the poverty line.”64 In the context of such pronounced and systemic inequality, the integration of systems trained to reflect and reproduce existing norms, and designed to privilege the interests of those who already possess structural power, is profoundly troubling.

AI and automated systems are also being introduced as replacements for human workers who help provide disabled people access. But as scholar Louise Hickman points out, services like transcription require more than the ability to transcribe spoken language into text. For example, Communication Access Real-time Translation (CART) operators, who provide transcriptions for
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62 Rose, No Right to Be Idle: The Invention of Disability, 1840s–1930s, 223–224.
64 Kafer, Feminist Queer Crip, 107.
Deaf people, rely on their own "affective capacity to make sense of, and code, speech." This capacity is developed in relationship with the person whom CART transcription serves, allowing the CART operator to draft a personalized "dictionary" that contains domain knowledge specific to a given person and their needs. The move to replace human workers with AI transcription services is thus "premised on the idea that the means of access is a neutral process of transferring speech and visual data into readable and spoken text, in turn disavowing the centrality of situated and affective labor in the complexity of access work." Such "replacements" are premised on the idea that an AI system can replace a human, invoking the "Software Model of Personhood" in which intelligence and ability are viewed as the domain of information processing, and embodied experience, human connection, and care work are excluded.

In the context of disability, AI, and work, it is also important to mention the growing use of AI-enabled worker-management platforms. Amazon warehouses have pioneered the use of such systems, which automatically set workers’ "rate"—the amount of work they have to do that day in order not to be fired. "Amazon has [built] a massive and intricate system of surveillance and control to accelerate the rate of productivity. ‘There is no privacy,’ [an Amazon worker named] Charlie said. . . ‘You should start thinking of it like a prison structure. . . We just presume we’re always being watched." Amazon’s systems are calibrated to extract as much labor from workers as possible, and workers have continually voiced concerns that unrealistic rates and punishing workloads are leading to chronic injury and stress. A former Amazon warehouse Safety Manager tied the high rate of injury to the punishing automated performance targets: "If you had an injury . . . there was no leniency, you were expected to keep that rate." A survey by the New York Committee for Occupational Safety & Health found that 80 percent of workers in Amazon’s Staten Island Warehouse felt pressure to work faster and harder, and over 60 percent experience sleep problems as a result of the job. Amazon presents a model in which the automation of worker performance management, calibrated to push workers to the edge of their abilities in pursuit of profit and efficiency, leads to chronic injury, pain, and psychological stress. In considering the intersections of disability, AI, and work, the ways in which such exploitative AI systems serve to produce harmful and disabling environments for workers must also be accounted for.

There is a long history of exploitation of disabled workers, and it continues today. Indeed, section 214(c) of the Fair Labor Standards Act, commonly referred to as 14(c), still allows employers to

pay disabled workers below minimum wage under certain conditions, and has provided the pretext for significant exploitation and abuse of disabled workers.\textsuperscript{69} While 14(c) was intended to help encourage employment of disabled people, “the unfortunate truth,” as legal scholar Theresa Golde observes, “is that 14(c) isolates the disabled community with regard to their capability, emphasizing quite literally that different is less.”\textsuperscript{70} In one recent example, a nonprofit licensed to employ disabled people for less than minimum wage was found to be compensating some disabled workers in gift cards instead of money.\textsuperscript{71} This pattern of exploitation, and the introduction of harmful and exploitative AI management systems into the workplace, suggest the possibility of new worker coalitions, in which those exploited due to their being diagnosed or identified as “disabled” find common cause with workers whose workplace conditions, including automated management systems, are themselves disabling and exploitative.

**Representation, Privacy, and Disability**

Given the serious consequences of deploying AI systems that reproduce and amplify systematic exclusion, scholars and advocates have made calls to increase the collection of data representing disabled people.\textsuperscript{72} This is an intuitive response to what can be a serious threat, as the example of autonomous cars makes clear. Disability communities recognize the utility of such data, and have participated in grassroots collection efforts. For example, a rare-illness co-op in France was created to collect data from its members, in the hope of better understanding and addressing their health.\textsuperscript{73} However, such an open and participatory method of data collection could be risky in contexts where healthcare isn’t guaranteed, because the harms resulting from data disclosures about individuals with rare illnesses could result in higher health-insurance costs, denial of coverage or employment, or other forms of stigma.\textsuperscript{74} Similarly, once collected, it’s difficult to ensure that such data won’t be reused in ways that could cause harm, even if this was not the initial intention.

\textsuperscript{70} Theresa Golde, “Pennies an Hour: Was This Really the Intent behind 14(c) of the Fair Labor Standards Act? A Note Calling for a System Change to an Otherwise Broken System,” *Texas Tech Law Review* 48 no. 2 (January 2016): 459–503.
Other attempts to gather data about disabled people have also been problematic. Attendees at the workshop raised concerns that efforts to augment datasets to include or represent people with disabilities are done by clickworkers, who construct or label data as being from people who are "disabled" based on what is effectively a hunch.75 This echoes the practice of trying to create "racially inclusive" datasets by simulating dark skin, based on images of light-skinned people.76 In both cases, in the pursuit of more effective AI systems, simulations and stereotypes stand in for meaningful inclusion. Relying on such simulacra risks constructing categories that effectively exclude many of those they are meant to represent, and likely include many who would not identify as fitting within these categories. Once constructed, it’s also likely that these categories could go on to shape our understanding of disability, and potentially our understanding of ourselves. And as scholar Alison Kafer points out, discussing the politics of classifying disability, “fixed definitions cannot be divorced from the economic effects of such fixing.”77

Of course, efforts to collect more, and more accurate, data from disabled people are in tension with efforts to preserve privacy. This is true of all social data collection, but the risks are especially pronounced in the case of disability, given that simply disclosing a disability can pose a significant risk. A workshop participant recounted being barred from purchasing a life insurance policy because their anxiety disorder made them ineligible. This exclusion fits a pattern of insurers discriminating against people with mental-health issues.78 Disclosing a disability can put access to healthcare and employment at risk, especially in the US, where access to medical insurance is closely tied to employment, and not universally guaranteed.

Disclosure is not always voluntary. Disturbingly, tech companies are developing AI systems that claim to detect whether people have a disability. An internet search or cursor movements on a screen can now be used to infer disability or diagnosis, creating a spectrum of implicit and explicit disclosure. A recent paper proposed a system for diagnosing Parkinson’s disease from a person’s mouse movements.79 The automation of such medical diagnoses and disability “detection” raises fundamental ethical concerns around privacy, consent, and disclosure, even (and perhaps especially) when these systems are marketed as being designed to “reduce bias” against the
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disability community.

Such systems necessarily encode and reproduce a medical model of disability, in which the person being "diagnosed" is pathologized, and context and environment are not accounted for. They also function to construct categories of "disabled" and "non-disabled" based not on people’s lived experience or identity preference, but on assumptions embedded in the data researchers and tech companies have access to. This raises serious questions of validation and accuracy: How are such automated diagnoses confirmed, what are the options to reject or resist such diagnoses, and what are the consequences of being slotted into such a classification, whether accurately or not?

In the case of diagnoses like autism spectrum disorder, the documented racial, cultural, and gender biases in existing nonautomated diagnostic methods are likely to be encoded into automated diagnostic systems in ways that are hard to contest and detect. In one example, a team at Stanford developed a video diagnostic tool that parents could use to receive an autism diagnosis based on video footage of their children. The Stanford team worked with researchers in Bangladesh to apply the tool there. But, as they note, "the people watching the videos [and tagging them for behavior that appeared to indicate autism spectrum disorder] did not speak the same languages as the Bangladeshi children in the videos. Not surprisingly, compared with the team’s prior studies in American children, the algorithms [trained on this tagged data] that predicted which Bangladeshi children had developmental delays were less skewed toward verbal interaction and more toward other behaviors, such as whether the kids made eye contact." What such cultural biases and omissions may mean in terms of false positives, false negatives, and the way in which autism is classified across cultures is an open question, but the implications are troubling. They point to a Western-centric view that could exclude those who fall outside of these norms.

Scholars Cynthia Bennett and Os Keyes explore this issue in the context of race and gender, finding that "[d]ependence on diagnostic tools which are based on the experiences of those already diagnosed . . . risk replicating these biases, providing seemingly-objective rigor to determinations that a child presenting inconsistently with (white, assigned male at birth) autistic children cannot be autistic, and should be gatekept out of support systems." Given that both inaccurate and non-consenting disclosure of a disability can threaten people’s livelihoods and access to medical care (among much else), we need to move beyond a discussion of solving bias by increasing representation to ask larger normative questions: When is it appropriate or acceptable to make inferences based on data representing (dis)ability? And, who should be tasked with answering this question?

be used to exclude and penalize people is high, especially given the relative lack of oversight governing the use of such systems, the incentives that often drive their use (generally profit and efficiency), and the power asymmetries between those in a position to “use” AI and the populations on which AI is “used.”

**Designing with, Not For**

The credo of the disability rights movement—“Nothing About Us Without Us”—demands that disabled people have ownership of the policies and decisions that affect their lives and communities. In attempting to honor this call in the context of AI, we are faced with many challenges.

AI marketing often invokes disabled people, presenting sanguine images of AI as an assistive technology designed to help people navigate their disabilities and the world beyond. And indeed, there are many examples of technology that has helped and assisted disabled people in one or another context. However, too often, the processes by which such systems are created don’t include disabled people, and the benefits professed in the marketing frequently fail to materialize, manifest as an afterthought, or exist as “assistive pretext” or “disability dongle.” For example, for years developers have (re)invented systems for American Sign Language (ASL) “recognition” that fail to be comprehensive or useful due, in large part, to the exclusion of Deaf people and people who know ASL from system development and design.

Academia and grant-making incentives contribute to the pattern of technologies and initiatives making claims to help without actually centering disabled people in the process of research and design (reflecting a charity model of disability). For example, the National Science Foundation requires grant seekers to address the “impact” of their proposed work, but does not follow up with grantees to establish whether and how such impact was ever realized. “Helping disabled people” makes for a good impact statement, even when the end goal is to develop technologies designed for wider commercial markets. Such claims are also used by the corporate sector to burnish their image, positioning tech companies as benevolent. Given that tech is a sector where talent is scarce, this is useful: “Businesses trying to recruit from the limited AI talent pool can use social good projects to convince potential hires that their work will contribute in a meaningful way to the
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world. However, when we examine the substance behind these claims, it becomes clear that the development of technologies for disabled people often remains a fringe concern within these organizations (even though many of the workers dedicated to these efforts are sincere, and do much with limited resources).

For example, the case of certain telephone by-products (e.g., the sound spectrograph) shows that while AT&T used representations of deaf people for promotional and marketing purposes, writing the story of their work with deaf people into the public record as a PR exercise, the company was not in fact invested in serving this population. Such assistive pretexts can also be seen in the case of experimental technologies that are first tested on disabled people before being deployed to a mass market. And often, people with disabilities are willing to pay higher prices to access such technologies, and thus serve to subsidize research and development, before the technologies are deemed ready for the public at large.

AI-enabled systems, such as machine vision for automatic lip reading, are often introduced to the general public under the guise of offering service to disabled people—in this case, enabling deaf or blind people to converse more easily. These feel-good stories of “AI for good” overshadow and distract from the significant risks of such technologies while serving to normalize the presence of these systems in our day-to-day lives. In this case, these harms include invasive surveillance that could jeopardize privacy and access to public space. Such surveillance has implications for disabled people who rely on such devices. As scholar Laura Forlano recounts, such devices may supply life-sustaining support around which disabled people structure their own care practices, while simultaneously supplying for-profit companies with incredibly intimate data, making “privacy” something that disabled people aren’t able to choose. Poet and disability rights scholar and activist Jillian Weise writes about the way in which such surveillance shapes the lives of disabled people who rely on such devices. In an essay that touches on her use of a prosthetic leg instrumented to collect and transmit data, she says, “I’m told by the technicians to maintain an average amount of walking on a daily basis. Don’t go overboard, but don’t be lazy either. Stay in the middle. The insurance company could pull my data and decide I haven’t used my leg enough to justify the next one.”

These systems also raise the question of bystander privacy, and what consent could look like for

those who are analyzed and recorded by such systems. So far, there has been little research examining the issue of bystander privacy, although recent work found that “bystanders are more willing to share some kinds of personal information with [visually impaired people] and are willing to share additional information if higher security assurances can be made by improving their control over how their information is shared.” But the question of how such assurances could be made, and how such consent obtained, remains unanswered.

According to the World Health Organization, only one in ten disabled people has access to so-called assistive technologies, bringing the issues of inequality and cost of access to the foreground. For the ten percent of disabled people who do have access, such technologies are too often difficult to modify, repair, and control. Historically, disability communities have been major contributors to technical efforts like HAM radio systems, and the design and development of wheelchairs. But the ability to participate in shaping core technologies is unavailable when it comes to AI and many other modern computational systems. Companies selling such systems prevent those outside from accessing, understanding, and modifying them, claiming corporate secrecy. Even extremely expensive technologies are closed off to creative forms of modification, leaving the purchaser at the mercy of designers and developers. This is largely because these technologies are produced by for-profit companies, and governed by commercial incentives that ultimately put profit and growth over providing unfettered access. In addition, such networked technologies frequently expose disabled people to surveillance: data collected from devices and sensors is sent back to the corporations that build and patent these technologies, again raising questions of privacy, autonomy, exposure, and risk.

Even people with disabilities who have the training to develop their own systems are still faced with significant barriers to adoption and use. While international standards were adopted in the mid-1990s, meant to ensure that websites were accessible to disabled people, a 2019 study of the top one million websites by WebAIM found that 97.8 percent of website home pages had detectable failures to comply with the Web Content Accessibility Guidelines. And a recent investigation into Facebook found that it was chronically accessible for blind users. In the AI space, the conferences and environments in which AI is developed are often not designed to include the perspectives and presence of disabled people. This is something that some in the
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disability community have begun to contest. One such group, (Dis)Ability in AI, describes itself as “supporting and advocating for disabled people” in AI, including providing support at major AI conferences NeurIPS, ICML, and ICLR. Similarly, programs like Access Computing are working to provide training and computer science skills to disabled people, to address the significant barrier to entry faced by disabled people wishing to participate in creating computational technologies.

APIs and toolchains that are essential for modern software development are often themselves inaccessible, not interoperable with screen readers and failing other basic accessibility requirements. Here, again, disabled people continue to be regarded as consumers and passive recipients, and not as the creators of technology. However, even if tech companies were to make APIs and toolchains more accessible, this wouldn't address the core issue: such developer technologies are still controlled by the companies who provide them, not by those who make use of them to develop their own projects. Even developer tools and interfaces are consumer-facing products produced by tech corporations, which ultimately control how, whether, and for whom such products function.

This is true for AI systems across the board. Developing and deploying AI at scale requires significant resources, including massive computational infrastructure, large-scale data (and the capacity to continually collect and label such data), and rare and highly trained engineering talent. Access to these resources requires significant capital and market reach, which in practice means that only about five companies in the US right now are able to “create” such AI, and that these systems are ultimately calibrated to serve the interests of the corporations that design and deploy them, whether directly or not. In many cases, AI models are licensed by these corporations to third parties in an “AI as a service” business arrangement. For example, Amazon licenses facial recognition as a service to police across the US, and Amazon, Google, Microsoft, and Facebook all sell such AI services, in most cases without disclosing to whom, and for what purpose, such technologies are being sold.

Given the significant concentration of power in the AI sector, and the significant resources required to build and maintain AI systems at scale, how we might envision “developing with, not for” in the context of AI systems remains a troubling provocation. These systems are currently being used throughout core social institutions, making significant determinations, from who gets a job to how medical care is allocated to which school a child can attend. The people whose
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lives are affected, whether they are disabled or not, have little to no control over how the system perceives them, and little ability to push back on a bad or discriminatory determination. Further, even if AI systems were opened for scrutiny, in many cases examining the inner workings of a given algorithm won’t provide answers to questions of bias, fairness, and efficacy. In this sense, such systems are essentially “unhackable.”

**Challenges and Interventions**

Centering disability in discussions of AI bias and justice can help us refocus and refine our approach to remediating AI’s harms, moving away from a narrow focus on technology and its potential to “solve” and “assist,” and toward approaches that account for social context, history, and the power structures within which AI is produced and deployed.

By attending to the ways in which ability has been defined (and redefined) through technologies of measurement and classification, we can begin to develop a deeper understanding of “AI bias” that examines the normative assumptions at the core of AI systems, and attends to whom these assumptions include, and whom they exclude. Such an approach illuminates the way aberrance is often used as a justification for disparate treatment, and connects AI’s logics with histories of exclusion (and the pseudoscience constructed to support exclusion). How are the determinations about “worth” and “ability” produced by such systems justified, and what are the consequences of such determinations?

Such questions are difficult, and satisfactory answers will not be produced simply through innovative engineering, or tweaks to data and algorithms. These issues expose the need for approaches to AI bias that go well beyond the technical, and that focus on issues of justice, recognizing the issues raised by AI’s rapid proliferation as social and political. How can those harmed by these systems contest the harmful determinations made about them? How do those cast to the margins of normative classification systems contest their marginalization, and what coalitions might such marginalization forge? How do we move from “inclusion” to “agency and control” given the increasingly proprietary nature of the technologies being created, and the centralization inherent in the current form of AI?

Such questions return us to the disability rights movement, and the history of the fight for self-determination and agency in the face of social and political systems that served to justify mistreatment and marginalization. We are reminded that AI systems allocate the power to classify the world to a small handful of companies and privileged individuals. Ed Roberts, a

[https://www.mobihealthnews.com/content/uk-s-nhs-will-test-babylons-triage-chatbot-replace-non-emergency-hotline](https://www.mobihealthnews.com/content/uk-s-nhs-will-test-babylons-triage-chatbot-replace-non-emergency-hotline)

disability rights movement leader, recalls the stakes of such a profound asymmetry between those with the power to label the world, and those being labeled: “If we have learned one thing from the civil rights movement in the US, it’s that when others speak for you, you lose.”

To truly tackle the core justice issues that the rapid proliferation of AI systems raises, the community currently examining AI bias cannot simply adopt the ideas and language of disability studies and activism. Disabled people, along with other affected communities, must be at the center of any approach, defining the terms of engagement, the priorities of the debate, and retelling the story of AI from the perspective of those who fall outside of its version of “normal.”

Further Reading

Disability Studies: Core Texts and Concepts


**Disability and Technology**


**AI Bias and the Politics of Large-Scale Technical Systems**


Workshop Participants

Meryl Alper, Northeastern University  
Shiri Azenkot, Cornell University  
Mary Bellard, Microsoft Inc.  
Cynthia Bennett, University of Washington  
Jeff Bigham, Carnegie Mellon University  
Wendy Chisholm, Microsoft Inc.  
Kate Crawford, AI Now Institute  
Roel Dobbe, AI Now Institute  
Leah Findlater, University of Washington  
Jim Fruchterman, Benetech  
Faye Ginsburg, New York University  
Gerard Goggin, University of Sydney  
Sara Hendren, Olin College  
Matt Huenerfauth, Rochester Institute of Technology  
Amy Hurst, New York University  
Liz Kaziunas, AI Now Institute  
Walter Lasecki, University of Michigan  
Megan Lawrence, Microsoft Inc.  
Varoon Mathur, AI Now Institute  
Joanna McGrenere, University of British Columbia  
Mara Mills, New York University  
Sarah Myers West, AI Now Institute  
Karen Nakamura, University of California, Berkeley  
Meredith Ringel Morris, Microsoft Research  
Emily Rogers, New York University  
Marcel Salas, New York University  
Jutta Treviranus, OCAD University  
Shari Trewin, IBM Inc.  
Meredith Whittaker, AI Now Institute